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Basic Math Refresher

William Stallings

Here are some basic math formulas from high school that you might find helpful in
reading some of my books and in doing some of the homework problems. If you
have any suggestions for additions to this document, please contact me at
ws@shore.net.

Trigonometric Identities

sin x cos x

Angles may be expressed in degrees or radians, where 180˚ = π radians.

sin (x) = cos (x – 90˚) = cos (x – π/2) cos (x) = sin (x + 90˚) = sin (x + π/2)

sin (x) = sin (x + 2nπ) cos (x) = cos (x + 2nπ) n = any integer

cos (x) cos (y) = (1/2) (cos (x + y) + cos (x – y))

cos (2x) = 2 cos2(x) – 1 = 1 – 2 sin2(x)

sin (2x) = 2 sin(x) cos(x)

Derivatives: 
    

d

dt
sin at( ) = acos x( ) d

dt
cos at( ) = − asin x( )
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Logarithms and Exponentials

log10(x) 10x

The logarithm of x to the base a is written as loga(x) and is equal to the power to

which a must be raised in order to equal x:

If x = ay, then y = loga(x)

log (XY) = (log X) + (log Y) bXbY = b(X + Y)

log (X/Y) = (log X) – (log Y) bX/bY = b(X – Y)

log(Xp) = p log X

log10 x = (log2 x)/(log2 10)

log2 x = (log10 x)/(log10 2)
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Log Scales

It is sometimes convenient to use what is called a log scale rather than a linear
scale on either the x or y coordinate of a graph, or both. This is often useful if the
range of values along the coordinate is several orders of magnitude (one order of
magnitude = one factor of ten). Below are two plots of the same function y = x/(2x
+ 1). On the left-hand graph, both the x and y axes use a linear scale. This means,
for example, that the distance on the x axis from 0 to 20 is the same as the distance
from 20 to 40, and so on. The y axis is also linear: the distance from 0.0 to 0.1 is
the same as from 0.1 to 0.2, and so on. It is hard to read values off this graph
because the graph changes very rapidly for small values of x and very slowly for
large values of x. What is needed is some way to "blow up" the part of the graph
for small values of x without making the overall graph unmanageably big. The way
to do this is to use a log scale on the x axis, in which distances are proportional to
the log of the values on the x axis. This is shown in the right-hand graph. On the x
axis, the distance from 101 - to 100 is the same as from 100 to 101, which is the
same as the distance from 101 to 102. Now there is more emphasis on smaller
values of x and it is easier to read useful values of y.

y = x/(2x + 1) y = x/(2x + 1)
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Note that you must be careful in interpolating between tick marks. For
example, on a log scale, about half-way between 0.1 and 1 is 0.3, not 0.5; about
half-way between 1 and 10 is 3, not 5; and so on.

The same technique can be applied to the y axis, as shown in the two graphs
below. This function has y values that cover a wide range. In the left-hand graph, it
is difficult to pick the y values out. In the right-hand graph, a log scale is used on
the y axis and it is much easier to read the y values.

y = (20 – x)/(2 – 2x) y = (20 – x)/(2 – 2x)
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Some Basic Probability Concepts for Discrete Random
Variables

Computations in probability are based on the concept of a random variable. In
essence, a random variable reflects some quantity in the real world that can take on
a number of different values with different probabilities. In the jargon of
probability textbooks, a random variable is a mapping from the set of all possible
events under consideration to the real numbers. That is, a random variable
associates a real number with each event. This concept is sometimes expressed in
terms of an experiment with many possible outcomes; a random variable assigns a
value to each such outcome. A random variable is continuous if it takes on a
noncountably infinite number of distinct values. A random variable is discrete if it
takes on a finite or countably infinite number of values. This note is concerned
with discrete random variables.

A discrete random variable X can be described by its distribution function
PX(k):

PX(k) = Pr[X = k]  
    

PX k( ) = 1
all k
∑

We are often concerned with some characteristic of a random variable rather than
the entire distribution, such as the mean value:

  

E X[ ] = µX = kPr X = k[ ]
all k
∑

Other useful measures:

Second moment:
E X2[ ] = k2Pr X = k[ ]

all k
∑

Variance:
    
Var[X] = E X − µX( )2[ ] = E X2[ ] − µX

2

Standard deviation     σX = Var X[ ]
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The  variance and standard deviation are measures of the dispersion of values
around the mean. It is easy to show that for a constant a:

E[aX] = aE[X]; Var[aX] = a2Var[X]

The mean is known as a first-order statistic; the second moment and variance
are second-order statistics. Higher-order statistics can also be derived from the
probability density function.

For any two random variables X and Y, we have:

E[X + Y] = E[X] + E[Y]


